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New technologies have always been changing the world and brought about amazing advantages and opportunities. The Internet, automation and the digital revolution we are in the midst of are no exceptions.

This progress has become an indispensable part of everyday life for many Danish families and for the business community. Whether at our workplace or when communicating with friends and family, shopping, or finding entertainment, these new technologies make various aspects of our life easier. While also contributing to innovation, growth and job creation in Denmark.

During the pandemic, we have seen the benefits of the high degree of digitalisation in Denmark. Our strong digital infrastructure and skills have contributed to Denmark managing the crisis well.

But with progress comes new challenges. Big tech companies have become world-dominant based on a new economy – the platform economy, which is built on data-driven, algorithmic business models. An economy in which corporate business models increasingly dictate our time and manage our data, without regulations keeping pace.

This poses challenges to our democracy and national interests. Challenges within the areas of health, law, media, democratic debate and participation, the labour market, taxation and competition and consumer protection that need to be addressed. These have remained unattended for too long. We have seen problems grow bigger because we have more or less accepted that these problems are the price of progress. That the state of affairs could not be changed, and that the actions of big tech were inevitable.

But this does not have to be the case. We should insist on setting limits. It does not have to be big tech’s data-driven business models that dictate so much of social development, as is the case today. It must be our societal values providing the frameworks. We must take advantage of free market innovations, but big tech and the emerging platform economy should be regulated, which has traditionally been done when new types of companies and economies have emerged.

The development of big tech is one of the megatrends that we need to find a way to deal with as a society. Big tech needs to be regulated in the public interest – just like everyone else on the market.

That requires debating the challenges inherent with big tech, as well as pausing to consider where it is we want to go. This is the motivation behind this White Paper.

It sets out nine principles for a more responsible and just society with big tech, each dealing with an area in which we perceive a significant challenge to our society. The principles and the White Paper are not exhaustive, but should be seen as a first step towards a common direction for Denmark and the international community. A common direction where technology, accountability and social responsibility go together.

‘Big tech’ is a dynamic term for technology companies that have gained a large social impact and market-dominating position through the proliferation of their platforms and services. These are companies that base their business model on collecting huge amounts of data for later use and dissemination. Companies such as Facebook and Amazon are good examples.
Proposal for debate and nine principles for a more responsible and fair society with big tech

The Danish government wants to implement regulation addressing the business model of big tech and the platform economy this decade, to ensure that digitalisation interacts in the most positive way with our democracy, our economy and our culture.

However, this poses a series of significant problems. Five issues in particular are central to the debate:

- How do we strengthen democratic control while preserving the benefits of technological development and innovation?
- How do we connect the strong learning and teaching potentials of technology with a safe and healthy childhood and youth without dissatisfaction?
- How do we ensure an orderly, nuanced public debate, get rid of illegal content and at the same time respect freedom of expression?
- How do we set the framework for big tech’s business models to benefit the public and all of society?
- How do we ensure that big tech contributes to our welfare society with fair tax payments, promotion of Danish culture, fair competition and proper working and consumer conditions?

The Danish government does not have the answer to all the problems nationally, in the EU or globally. But there is no doubt about where we want to go. The government has therefore set out nine principles for what we want to see in our society, and what role we wish for big tech within it. The nine principles will contribute to a more responsible and fair society with big tech.

Much must be resolved jointly in Europe and in cooperation with like-minded countries, not least the United States. But a new and stronger approach is also needed nationally for its own sake, as well as to inform common European and international solutions.

We believe strongly in direct dialogue with the tech industry, which has called for clearer regulation in several areas – and we invite companies to participate in the discussion on how we ensure democratic control of the rapid technology development. Mark Zuckerberg, the founder of Facebook, is quoted as saying: “Major regulation of large internet platforms is needed to help them balance the dilemmas of privacy, competition, free speech and safety”.

We must ensure greater visibility, also in the national debate, about the solutions we believe are necessary if we are to ensure a social contract with big tech along the lines of the 9 principles.
We want a society in which

1. the business models of big tech must be subject to democratic frameworks
2. children and young people must have a safe childhood with a healthy balance between the digital world and the physical world
3. big tech must support democratic debate – rather than undermine it through digital echo chambers and polarisation
4. big tech must take greater responsibility for the content on its platforms
5. free, well-functioning media must support democratic debate, in which everyone receives fair payment for their creative work
6. workers' rights must be protected – including on digital platforms
7. big tech must contribute to the financing of the welfare society in line with all other companies
8. competition must be fair and transparent, and consumers must be able to shop safely online
9. democratic governments must set the framework for big tech – not the other way around
The growing influence of big tech

Big tech companies continue to grow bigger and take up more space in our society and everyday life. This is partly due to the fact that they offer many products and services that make our lives easier. Services that many users rely on, as evidenced by the number of users on their platforms and their rapid economic growth. Their amount of users and tremendous financial capabilities give them large influence in both a Danish and global perspective. That growth has also challenged traditional legislation, and meant that big tech operates outside the framework of regulation in several areas, as the regulations we have that cover big tech are outdated or inadequate in many areas.

Big tech has undergone rapid development and growth in the last decade, with Amazon in particular multiplying its turnover, cf. Figure 1. 2

The many rankings of the world’s most valuable companies show the increasing dominance by big tech from the year 2000 onwards, cf. Figure 2. 3
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**The annual turnover of big tech companies 2010-2020**
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**Table of the five most valuable Fortune 500 companies in 2000, 2010 and 2020**

<table>
<thead>
<tr>
<th>Rank</th>
<th>2000</th>
<th>2010</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MICROSOFT</td>
<td>EXXONMOBIL</td>
<td>MICROSOFT</td>
</tr>
<tr>
<td>2</td>
<td>CISCO SYSTEMS</td>
<td>MICROSOFT</td>
<td>APPLE</td>
</tr>
<tr>
<td>3</td>
<td>GENERAL ELECTRIC</td>
<td>APPLE</td>
<td>AMAZON</td>
</tr>
<tr>
<td>4</td>
<td>INTEL</td>
<td>WAL-MART STORES</td>
<td>GOOGLE</td>
</tr>
<tr>
<td>5</td>
<td>EXXONMOBIL</td>
<td>BERKSHIRE HATHAWAY</td>
<td>FACEBOOK</td>
</tr>
</tbody>
</table>

And in a recent top 10 of the world’s most valuable companies in 2021, large platforms such as American Amazon, Facebook and increasingly also Chinese platforms and companies such as Alibaba figure prominently. 4

Danish citizens, like the rest of the world, embrace big tech, including social media. This is seen by the fact that three out of four Danish citizens5 have a profile on Facebook, our most widely used social media. Of those profiles, 64% use Facebook daily or several times daily. 6 Globally, the number of daily...
users has been steadily increasing since 2011, when there were 483 million users. Today there are 1.8 billion daily users of Facebook, cf. Figure 3.7

Facebook Inc. owns not only the service Facebook, but also other apps, sites and tools, including social services such as Instagram and messaging services like Messenger and WhatsApp. Facebook is experiencing sustained growth, including during the Covid-19 pandemic, with further growth across their services. 8

The most popular search engine used in Denmark, Google, has also achieved dominance globally. The European Commission has in previous studies stated that 90% of all internet searches in the EU are done via Google9, and Alphabet/Google has been fined DKK 32 billion by the EU’s Danish competition commissioner Margrethe Vestager10 for having abused its power over the Android mobile software. Alphabet, like other tech giants, continues to grow, and their global brand value has gone from nearly DKK 700 billion in 2010 to almost DKK 2,000 billion in 2020.11

Big tech are significant international players with massive global economic value.12–13 Their influence extends beyond their growth curve, as almost a quarter of the world’s population has a Facebook profile, and the majority of internet searches are via Google. This is especially true in Denmark, which is one of the world’s most digitised societies, and where the use of smartphones is part of nine out of ten families, cf. figure 4.14

Social media, e-commerce platforms, search engines and other services from big tech puts them in a special position, from which they influence a large part of the world’s population. They are helping to change the way people all over communicate and live.
The business models of big tech must be subject to democratic frameworks

The digital platform economy relies heavily on business models based on data harvesting and opaque algorithms. As much information and data about its users as possible is collected, used and disseminated, without those users necessarily being aware of it.

Big tech collects large amounts of data about their users, because in several cases their business models are based on collecting as much information about us as possible. Through third-party cookies and login functionalities, they also collect information about our behaviour outside their platform. Even if we are not users of the platform we can be mapped through a shadow profile, using advanced technology and algorithms. This makes it difficult for the vast majority of users to see what personal data they willingly or unwillingly share with others.16

This knowledge about users is re-sold by some big tech companies to affiliates and advertisers who can tailor advertisements, banners and other things to each of us that affect our attitudes, behaviour, buying patterns and so on without our knowledge and control. The information is also often used to create profiles of each individual user about everything from our age, gender and nationality to political beliefs, sexual orientation, etc.17

The amount of data collected is so extensive that big tech can influence their users to make certain choices.18 This is not only true when it comes to influencing our consumer behaviour with targeted ads that match our searches, but also true concerning our political views and the basis of our democratic debate.19
It can allow big tech to influence our opinions and affect rights such as freedom of expression and privacy, while big tech in several areas operates in a regulatory vacuum. To a much greater extent than in the past, we are thus allowing corporations to influence the reach of our open society.

Through their size, business models, and accumulated data and knowledge, certain big tech companies are now close to indispensable to the public, businesses, and ordinary activities of society.

Danish companies, like others in society, experience a number of challenges, and have had some negative experiences on digital platforms. Among other things, they have found that they often cannot control the conditions under which they are present on a platform. The status of global monopolies may thus in some cases weaken competition and consumer conditions and impair the protection of users’ data.

With the use of supercomputers, artificial intelligence and behavioural psychology, big tech has developed an effective business in retaining users’ attention. One consequence of this is that users are exposed to content that risks leading them into echo chambers and extremist content. An internal memo from Facebook has estimated that 64% of all approaches to extremist groups go via algorithm-driven recommendations.

Data volumes and algorithms thus give the platforms massive influence over what content we are presented with online – without giving us the means to relate to how they manage all that data. Neither the ordinary user nor the authorities now know what underlies the fact that some content is profiled above others, or how big tech identifies risks associated with the deliberate manipulation of their services, such as dissemination of misleading information during Covid-19.
Children and young people must have a safe childhood with a healthy balance between the digital world and the physical world.

Children and young people's consumption of social media and presence on digital platforms affects their well-being. The digital reality and the algorithms of the platforms may contribute to stress, insecurity, unhealthy physical pressure, anxiety and bullying.

Children and young people interacting with technology is nothing new. With the first home consoles in the 1980s, friends could visit and play games. Later, players could compete and create communities through online games and chat forums. But exposure and technology have evolved, and are expanding with increasing rapidity. The use of digital technologies by young people has thus gone from being pure entertainment and play as part of everyday life, to being whole generations whose lives unfold in front of and on screens.

Everything from homework to friends and shopping is performed on tablets, mobiles, computers, etc. Development is accelerating, and the new generations are now digital natives. There are plenty of benefits to this, but we still do not know the full consequences of digital technologies being present in greater and greater parts of our lives.

The youngest generations are digital from an early age, and the interaction of children and young people is increasingly taking place in digital communities on social media. For example, 97% of 9th grade school students are on Snapchat, with 93% of 6th graders. The most intensive consumption occurs among the 15-19 year-olds, who use social media to a greater extent than the other age groups during school hours and at night. Social media provide new opportunities for interaction, but may also have negative effects on the well-being of children and young people. They are at risk of being exposed to inappropriate or offensive content, bullying and misleading as well as false information. And this often happens without them realising it, without adults being aware of it or having the opportunity to intervene. Digital platforms and social media are also the setting for many
children and young people to stage and tell stories about their own lives, which often happens through the sharing of manipulated images.

In many places, this leads to a culture of perfection among children and young people, which can push and stress them. But they cannot just 'log off', as it often means opting out of the community. One study shows that over time (2009-2017) there is a small but statistically significant correlation between having a high screen consumption and severe dissatisfaction. The same study indicates that young people who thrive have a lower screen consumption, but chat more often with friends than those who are doing worst.

We must therefore help children and young people find the balance between the digital world and physical reality.

Social media platforms can target content and hold the attention of children and young people and strengthen their fear of missing out, or being left outside the community. Social media such as Snapchat have built-in addictive features, such as 'snapstreaks', which reward users for being active and interacting with each other. This can lead to a number of problems.

One study shows that especially among girls aged 15-19 years, there are problems with stress, bullying and Fear Of Missing Out ('FOMO'). For example, 19% of girls and 9% of boys find it stressful to keep up on social media. Girls are more concerned with getting likes, and there are social norms concerning always being 'online' and answering messages, snaps, etc. quickly.

The fear of missing out can keep children and young people up at night in seeking to keep up and be present, which means poorer sleep that can affect well-being. This is clearly illustrated by the fact that young people's consumption of digital media and screen time affects their mental well-being, which decreases in line with their consumption, cf. Figure 5.

Dependence on digital media and the amount of time spent on digital media also increases the risk of children and adolescents feeling stressed or experiencing stress symptoms such as elevated cortisol levels, palpitations or difficulty concentrating.

![Figure 5](image-url)

**Figure 5**

Relationship between consumption of digital media/screen time and mental well-being
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Big tech must support the democratic debate online – rather than undermine it through digital echo chambers and polarisation

Digital technologies and social media platforms connect us as never before, and create new opportunities to express an opinion. But social media algorithms threaten democratic discussion, and create echo chambers online in which the opinions of users are simply reinforced.
With their platforms, the big tech companies have created a global forum for exchanging opinions, where everyone can have a say without first having to pass an editorial filter. They can therefore promote democracy and public debate. They enable anyone equipped with a computer or smartphone to express themselves widely. They have furthermore become an important tool for organising civic groups and movements, no matter where you live or who you are.

Although Danish citizens use several social media platforms, including LinkedIn, Instagram, Snapchat, YouTube, Pinterest, WhatsApp and Twitter, the preferred digital forum for watching and exchanging news is Facebook with its 3.5-4 million Danish users.

For many Danish citizens, social media platforms are important forums for news and political debate. For many young people, social media are their primary news medium. But unlike traditional media, the core of social media is not news criteria, but data-driven algorithms whose basic design is to create more user satisfaction and increase engagement.

Social media users are therefore typically exposed to content that is reminiscent of what they have previously interacted with. Content that evokes emotions and therefore gets reactions and comments is given higher priority on the platform. This embedded logic in the algorithms can help to create echo chambers, where users are not presented with the views of others, but only the ones that confirm their own attitudes. This threatens parts of the free, open and democratic debate and can contribute to polarisation in society.

We have already seen the negative effect of echo chambers, especially in American politics over the past years, where conspiracy theories and false information abound in digital subcultures. Conspiracies such as QAnon and misinformation about Covid-19 have contributed to an extreme polarisation of society. We see indications of the same dynamics here in Scandinavia.

Even after the content moderation that takes place on social media, debate is often hateful or offensive. According to a new report from Analyse & Tal, more than 5% - corresponding to 3.3 million of the posts on Facebook in Denmark between 2019 and 2021 were either hateful or offensive. In particular, comments on ethnic minorities, gender and equality, as well as political and ideological debates, are of a hateful and offensive nature.

In another study, it appears that 85% declare they “completely” or “predominantly” agree that it is a challenge to freedom of expression for individuals to refrain from participating in the debate on digital platforms.

It is also a democratic and social problem when hateful and condescending content is allowed to flourish on digital platforms. In extreme cases, it may become a security issue. As described earlier, almost 2/3rds of all access to extremist groups on Facebook happens through algorithm-driven recommendations. Facebook Inc has known about this since 2016, but has not yet completely solved the problem satisfactorily.

Big tech has a responsibility. They control the platforms on which public debate unfolds and the algorithms that help to influence our understanding of reality. Social media has a major impact on our democratic conversation and exchange of views, but is subject to only limited democratic control.

The Freedom of Expression Commission’s population survey from 2019 concluded that four out of ten Danish citizens have refrained from speaking out on social media within the past six months, even though they really wanted to. That figure is halved for politicians around the country.
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Big tech must take greater responsibility for the content on their platforms

A number of examples of illegal content such as revenge porn and terrorism are found on social media and is not removed quickly enough. Simultaneously, there can also be a perception that social media removes too much legal content. Further, it has become easier to sell illegal products through online platforms.

Big tech platforms have become global forums for exchanging opinions, but there is a downside. Examples have been seen – such as the Umbrella case and the terror video from Morocco of a Danish and Norwegian woman – where illegal content is shared on social media, spreading quickly to thousands of people and going viral in a short time. The two examples mentioned show that the platforms do not effectively succeed in removing illegal material to a sufficient extent.

But it is not only in the context of illegal content on social media that a problem arises in relation to the responsibility of the platforms. The large digital trading platforms are also used for the purchase and sale of illegal, unsafe and harmful products and services, and it can be difficult to hold the platforms responsible for this. This is partly due to the fact that big tech companies often function exclusively as online trading platforms and thus act as intermediaries without responsibility for the content sold or posted on the platform.

A number of European consumer organisations have purchased and tested 250 different products from online marketplaces such as Wish, Amazon, eBay and AliExpress. 66% of the tested products failed. 165 out of 250 online purchases failed on electrical, physical or chemical safety, some of which were very serious. Our increasing consumption through the internet combined with an increasing degree of illegal behaviour on the internet means that regulation is needed.

In contrast to the liability of the platforms in relation to illegal content and illegal products, it may also be perceived as intrusive and offensive when a platform removes content and products or blocks a profile that is not necessarily illegal. The companies have wide access to decide what they want to allow on their platforms, as they are private companies, where users have to accept the conditions set by the company to use their services. The view that terms and conditions must be accepted as they are, does not take the social significance of the platforms into account. Because even though the premise that these are private companies whose terms the users have accepted is correct, we also need to consider the social importance of these private companies in guiding and developing what freedom of expression means today.

One study shows that there are problems with the deletion of too much legal content on the news media’s Facebook pages, but also problems with the deletion of illegal content.

This creates a dilemma in which we want the platforms to take greater responsibility in relation to illegal content on the one hand, but do not want content moderation where platforms take down so much content that freedom of expression is restricted.
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Free, well-functioning media must help support democratic dialogue, in which everyone receives fair payment for their creative work.

The use of culture and media by Danish citizens is under increasing influence from foreign tech and media companies. Big tech companies like Alphabet and Facebook Inc dominate the advertising market, which has previously funded newspapers and other publishing activities. Big tech can also censor, promote and price, for example, Danish content without Danish influence. That erodes our free media and the livelihoods of our artists.
In the past, newspapers and news dissemination on flow TV were the primary sources of news, but we are seeing a global development in which social media are increasingly becoming a gateway to the news. To reach a wide audience, traditional media therefore depend on being present on social media and may thus be subject to editorial control by big tech. The same situation applies to artists and other content producers, who often have limited financial means and depend on digital platforms.

The competition for the attention of Danish media and cultural users has intensified in recent years, as a result of an increasing supply of content from international tech and media companies. Danish content now accounts for just a few percent of the content on the major international streaming services, e.g. 2% on Netflix, 1% on HBO Nordic and 1% on Amazon Prime.

The large supply of foreign content sharpens the need for a Danish-based media and cultural life, which is based on Danish culture, social conditions and history, and which can thus create a common reference point for democratic dialogue in Danish society.

A democratic society rests on a free press and an open cultural life that can accommodate the public debate. But the size and market position of big tech means that news media and artists rely on platforms to reach the public. Big tech can also exercise editorial control and influence access to public service-financed content in app stores.

Developments in the advertising market are also creating new conditions for traditional media. Since 2007, the largest big tech companies have increased their share of the total advertising revenue on the Internet in Denmark from 19% to 64%, cf. figure 6. In the same period, the largest big tech companies have increased the share of total advertising revenue in Denmark from 3% to 42% This affects the business models and terms of traditional news media.

It also affects the way the traditional news media act, as they adopt new formats to be present on the platforms. An example of this is clickbait headlines, where headlines are not written based on news criteria, but rather written to achieve a good ranking in the opaque algorithms whose primary goal is to create more engagement.

Through its inevitability and size, big tech also plays a significant role in pricing creative content online. A service like YouTube operates with different principles for creative rights compared to the traditional model used in Denmark so far, and a service like Spotify offers little transparency on its payment policy. This challenges the way we think about creative rights – and ultimately the opportunities to make a living from creative products.

---

**Figure 6**

**Big tech’s share of the total advertising revenue on the Internet in Denmark**
Social media and streaming services are now an important channel for reaching Danish citizens with Danish-produced content. Among the social media, Facebook is a crucial means of access for Danish citizens. Figure 7 shows that 95% of all Danish citizens who use social media have a profile on one of Facebook’s services. It therefore becomes a problem when digital channels that address Danish citizens are blocked (see infobox). In 2020, DRTV was used weekly or more often by 42% of the Danish population over the age of 4, only surpassed by Netflix (48%) and YouTube (52%). Danish content producers and public service providers are faced with a challenge to ensure sufficient knowledge and use of their streaming services.

**Box 4**

**Examples of big tech companies exercising editorial control over Danish-produced content**

- In August 2020, DR found that Alphabet removed the Ramasjang app from the Google store, due to content in violation of Google’s guidelines – despite DR’s editorial responsibility for the content. The Norwegian public service provider NRK has also experienced the same with Google.
- In August 2020, all Danish-produced content from Koda’s members (composers and songwriters) was blocked on YouTube due to disagreements during the negotiations between Koda and YouTube over payment. Koda’s members were paid an average of DKK 11 per 1,000 streams across music streaming services in 2019.
Workers' rights must be protected – including on digital platforms

The business models of digital platforms have affected the labour market and contribute to the increasing numbers of people with atypical employment, temporary employees and platform workers who become "false self-employed". This challenges the usual form of regulation on the labour market in relation to securing uniform workers' rights. Common for this group is that a number of problems arise, including ambiguity about employer liability and employee rights.

In relation to big tech companies and the employment they create in Denmark, it is crucial that workers are guaranteed the same basic rights as the rest of the labour market. For example: the right to free negotiations, the right to strike, the freedom to join a union, etc. Finally, it is crucial that work in Denmark is carried out on usual Danish pay and working conditions. Reasonable relations and dialogue between the different parties on the labour market the social partners are fundamental parts of Danish society.

Technological progress has also meant that more jobs are done via digital platforms. Several platforms have a business model based on the fact that they only mediate the purchase and sale of services without being a formal employer, which means they make an online marketplace available to traders and buyers. They consider the people who carry out the work as self-employed, even though their affiliation with the platform may be characterised as an employer-employee relationship. They do not have any other work outside the platform, and they therefore become de facto employees of the platform.

By viewing people who work via platforms as self-employed rather than employees, the platforms can avoid adhering to a number of mandatory employer obligations, such as employee rights, working environment standards and occupational injury insurance.
Increased use of “false self-employed” in jobs previously performed by ordinary employees, such as cleaning and food delivery, has consequences for the foundation on which the labour market rests.

Firstly, for negotiating payment and exercising rights, such as working environment and occupational injury insurance, in contrast to employees who usually organise themselves. Secondly, for the clarity of the rules that apply to their work and employment, as many platform workers and the trade unions do not actually know whether a platform worker is an employee or self-employed.

The Danish model is based on collective agreements, a high degree of organisation and tripartite cooperation. Overall, organisation of the labour market has declined in recent years, driven by a decline in the proportion organised among the traditional trade unions from approx. 62% in 2008 to 55% in 2018, cf. Figure 8.32

The spread of platform work challenges the Danish model. The scope of platform work in Denmark is still relatively limited, and therefore the decrease in the degree of organisation cannot be attributed to platform work. But if trends in the number of platform workers in Denmark follows those seen abroad, it is something that may increase in the future. Furthermore, three researchers at the Research Centre for Labour Market and Organisational Studies (FAOS) have concluded that almost a third of the Danish labour market is atypically employed, which means that they either do not have a permanent position or fewer hours than full-time.53

---

**Figure 8**

The degree of organisation in traditional trade unions, 2008-2018

![Graph showing the degree of organisation in traditional trade unions from 2008 to 2018. The line shows a decrease from 62% in 2008 to 55% in 2018.](image-url)
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Big tech must contribute to financing the welfare society in line with all other companies

If the largest and richest companies, including tech companies, do not pay fair taxes, the cohesion of our society is at risk. Only if everyone contributes to the community, the tax system remains and is perceived as fair, and only if it is protected can we maintain support for a collectively-funded welfare society.

Companies, including big tech, which base their business model on intangible assets, can operate in a country without a physical presence and have better opportunities than other companies to place those assets in countries where tax conditions are favourable.

Tax systems in many of the countries where these companies operate and make their money are designed so that only business conducted through a company or a permanent establishment in that country is taxed.

A number of countries have sought to address this problem by introducing special national taxes, including sales taxes on digital services. Such national initiatives in themselves present a number of new challenges: International taxation principles and international co-operation come under pressure with the risk of trade wars and counter-reactions, the administrative costs for businesses and tax administration increase, and there is a risk of double taxation for companies.

International discussions are also under way on the tax problems that arise with the spread of the digital business models. Such problems are global, and therefore global solutions are also sought.

They have also been discussed at length in the OECD. Negotiations on fairer taxation of big tech and other large multinationals have also been going on for some time, and US President Joe Biden has actively entered into the discussion.

Against this background, the G7 countries published a statement on 5 June in support of a global minimum tax of at least 15% and measures to ensure that the very largest global corporations will in future have to pay part of their taxes where they make their money. This also applies to the tech companies.

It is crucial that a solution is found so that everyone pays their fair share of tax, and so that the spread of digital business models does not hamper the opportunities of Denmark and other countries to maintain and expand the key institutions and schemes in our welfare society. If not, the foundations of the welfare state will be eroded. Everyone has to contribute to society and take responsibility.
Online shopping

Sammenfatning

Regelunddragelse

Storspillerdominans

Ansatte i ansættelse

mæssigt limbo

Suverænstats-

regulering af platforme

Skatteunddragelse

Bedre beskyttelse af

brugere på sociale

medier

Ekkokammer,

meningsinteferens

Skærpet fokus på

sociale mediers

ansvar

Algoritmer. Indsamling

af brugerens data.

Børn og unge på

sociale medier
Competition must be fair and transparent, and consumers must be able to shop safely online.

Company size is crucial in digital competition. The largest players can gain economy of scale and network advantages that lead to monopolies, preventing less competitive platforms from entering the market. Big tech companies can also establish themselves as indispensable trading partners, which means they can increasingly set the rules of the game themselves, favouring their own products on their platforms.

Traditionally, competition rules have helped to ensure that players do not abuse their position on the market, and that mergers do not impede effective competition with significant harm to the other players in the market.

But big tech is challenging those competition rules, and most recently in March 2019, the European Commission fined Google Eur 1.49 billion for abuse of its dominant position on the market.54

8 out of 10 consumers have found that they are presented with statements that force them to make purchases.

A study of the sales of Danish companies via digital platforms shows they find that digital platforms have special market power.57 70% of the companies in the survey found it necessary to be present on a specific digital platform, while 66% found it difficult to negotiate trading terms with the platforms. That threatens free competition for Danish companies that want to sell goods or services. The same applies to Danish companies that want to establish a competing platform. Finally, it is also of great importance to Danish consumers, as a well-functioning market helps to ensure good consumer prices, etc.
However, the proliferation of digital platforms has also given us all a much wider range of goods and services, and Danish citizens are increasingly shopping online. Since 2011, the proportion of Danish citizens who shop online has increased from under three million to just over four million. But there are also challenges, e.g. when platforms use their data and psychographic tools to create additional sales or advertising. Some of these measures involve a risk of promoting so-called behavioural market errors, where consumers do not make the choice that best suits their wishes. For example: 8 out of 10 consumers have found that they are presented with statements that force them to make purchases. These methods and marketing practices are expected to be even more targeted and personalised in the future.

### Box 5
**American action against big tech**

- In October 2020, the Competition Committee of the US House of Representatives presented a report accusing big tech companies such as Alphabet, Apple, Amazon and Facebook Inc of abusing their dominant market position. The report presented various measures to 1) restore competition in the digital economy, 2) strengthen competition rules and 3) strengthen enforcement of competition rules.

- The report has spawned a number of legislative bills, the most far-reaching of which could lead to structural separation of the major players, meaning they will have to break up their company into smaller parts. For example: the law package includes a proposal that big tech companies should not use their monopoly in one business area to monopolize new areas. If the proposal is adopted, it could in extreme cases mean that, for example, Alphabet will have to sell YouTube.
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Democratic governments must provide the framework for big tech – not the other way around

It is a threat not only for Denmark and the EU, but for all sovereign states and organisations, that big tech has achieved a position where democratic governmental control is insufficient, and from which it can influence the security of states, including Denmark.

Currently, platforms are establishing themselves in countries other than Denmark, but targeting Danish consumers. On one hand, this means that Danish users can benefit from foreign platforms. But on the other, it places new demands on authorities and enforcement – nationally and internationally. Regulations in the EU are currently under revision, which is important as the existing regulations are outdated and therefore not equivalent to the influence big tech now has.

Because we act, meet and do things digitally, digital infrastructure has become key. Most of Denmark’s digital infrastructure is now owned by foreign companies. The Corona crisis has shown that we are increasingly dependent on access to websites, apps and online tools. The most current examples are Teams and Zoom, which many of us have used for virtual meetings for the last 18 months. It has also shown us the importance of who owns our technological infrastructure, which in our case, is rapidly concentrating into a few private hands. Certain big tech companies have reached such a size and possess such large amounts of data and knowledge that it is difficult to establish competing platforms. The biggest tech players have a net worth that exceeds most countries’ GDP, cf. Figure 10.
Figure 10

Net value of selected players compared to the GDP of selected countries

<table>
<thead>
<tr>
<th>Selected players</th>
<th>Net worth/GDP (DKK billion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>13.200</td>
</tr>
<tr>
<td>Italy</td>
<td>12.300</td>
</tr>
<tr>
<td>Microsoft</td>
<td>12.000</td>
</tr>
<tr>
<td>Brazil</td>
<td>11.300</td>
</tr>
<tr>
<td>Canada</td>
<td>10.600</td>
</tr>
<tr>
<td>Russia</td>
<td>10.400</td>
</tr>
<tr>
<td>Amazon</td>
<td>10.400</td>
</tr>
<tr>
<td>South Korea</td>
<td>10.100</td>
</tr>
<tr>
<td>Australia</td>
<td>8.600</td>
</tr>
<tr>
<td>Facebook</td>
<td>5.800</td>
</tr>
<tr>
<td>Denmark</td>
<td>2.100</td>
</tr>
</tbody>
</table>

Annot. Rounded numbers. GDP in current prices. Converted to DKK; 1 USD=6.13 DKK.
The technological infrastructure is thus concentrated in the hands of a few private players. When such amounts of data and information are concentrated in the hands of a few, it can pose a security risk.

In recent years, the Danish Defence Intelligence Service has emphasized in various intelligence risk assessments that some non-Western countries seek to support their own foreign and security policy through targeted investments in technology companies, start-ups and entering into joint venture collaborations and sharing acquisitions in selected companies. This may be due to possible close links between companies and government figures, and there is a risk that foreign actors could have non-commercial intentions related to foreign investments in, for example, critical infrastructure. The security consequences can be serious and long-term, and consist of a wide range of risks – from espionage and breakdown of state core functions to risks associated with dependence on foreign states, technology transfer, etc.

Vulnerabilities in the digital infrastructure are also exploited daily to commit cyber attacks, e.g. to steal sensitive information or put key social functions out of play. This places greater demands on the way tech companies tackle the cyber threat, which is becoming increasingly comprehensive and complex.

Social media platforms are also being exploited by state and non-state players for influence, to destabilise and influence democratic elections and undermine confidence in democratic institutions and alliances. Such operations may also affect Denmark. The Defence Intelligence Service has repeatedly concluded that Russian influence campaigns pose a threat to Denmark. Even though Facebook, for example, has taken steps to prevent the platform from being used to influence democratic elections, more work is needed.
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1. We want a society in which the business models of big tech must be subject to democratic frameworks

2. We want a society in which children and young people must have a safe childhood with a healthy balance between the digital world and the physical world

3. We want a society in which big tech must support democratic debate – rather than undermine it through digital echo chambers and polarisation

4. We want a society in which big tech must take greater responsibility for the content on its platforms

5. We want a society in which free, well-functioning media must support democratic debate, in which everyone receives fair payment for their creative work

6. We want a society in which workers’ rights must be protected – including on digital platforms

7. We want a society in which big tech must contribute to the financing of the welfare society in line with all other companies

8. We want a society in which competition must be fair and transparent, and consumers must be able to shop safely online

9. We want a society in which democratic governments must set the framework for big tech – not the other way around